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(Q) What is the role of the computer (language) model in
our knowledge about signal peptides?

(H) the semiotic concept of dicisign, or natural proposition
(Stjernfelt 2014), understood as a kind of sign which
conveys information, can shed light on the SP phenomenon
and why language models may learn to 'read' natural signs.

Are language models learning to read the language 
of nature?



Summary

●What are Signal Peptides?

●What is a Dicisign? Can signal peptides be understood as dicisign?

●What are Language Models?

●To which extent can language models read ‘the language of nature’?

●What do language models think about our hypothesis?

●Final Remarks: Open questions
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What are Signal 
Peptides?

A signal peptide is 
an N-terminal part 

of the peptide chain 
containing a 

hydrophobic region.



"[…] proteins have 'intrinsic signals' that govern their transport 
and localization in the cell" (Blobel)

In which respect these intrinsic signs can be understood as 
Dicisigns, i.e., 'signs that say something about something'* (or 

'indicates something to be the case'*)?

*Stjernfelt 2011, 2014



What is a Dicisign? Can signal peptides be 
understood as dicisign?



Dicisign

Dicisigns have a double structure, they:
1) point out an object (its indexical part)
2) describe that object in some way (iconic part).
3) are structured by a syntax (juxtaposition 
between icon-index)

Dicisigns claim that two signs have the same
object; that the two signs form parts or
aspects of the Dicisign itself; and that the
icon-index syntax holds.

Charles Darwin

Stjernfelt 2011; Silveira 2008



DO Interpretant

Dicisign

Index (IO)-----Icon
Syntax

Determine 
the Dicisign

Consequences of the 
DO via icon/index 

juxtaposition

Dicisigns have a double structure, they:
1) point out an object (its indexical part)
2) describe that object in some way (icon).
3) are structured by a syntax (juxtaposition 
between icon-index)



DO Interpretant

Dicisign

Icon-----Index
Syntax

Determine 
the Dicisign

Consequences of the 
DO via icon/index 

justaposition

DO Interpretant

Signal Peptide as Dicisign

SP – covalent bond
Syntax

Protein 
translocation across 

the membrane

SRP binding



DO Interpretante

Signal Peptide as Dicisign

SP – covalent bond
Syntax

Protein
Translocation

SRP binding

Scaffolded by habits of 
long duration

SP embodies a form (icon) which points to its protein (its indexical 
function) that informs the ongoing process (interpretant)

This process triggers further 
mechanisms such as the SRP 
receptor that will lead to the 

translocation process



Signal Peptide
(Icon)

Covalent bond
(Index)

syntax



What are Language Models 

(LM)?

like?

hate? want?



A Language Model (LM)

Mask out random words in human sentences 
and make the computer predict the missing 
words:

Do you ______ pizza?

Applications for trained LMs:

● Translation

● Text classification

● Keyword extraction

● Machine-generated answers, e.g. ChatGPT

● Basically, anything that requires the computer to 
“understand” language
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like?

hate? want?



Language models for proteins

Mask out random amino acids in protein sequences and make the computer predict them:

… – Phe – Leu – ___ – Pro – Lys – …

16

Applications for trained LMs:

• Calculate the probability of a protein

• Generate new proteins

• Create context-dependent representations of 

amino acids for prediction of

• structure

• function 

• location 

• post-translational modifications

• etc.

Val?

Ala?

Ile?



SignalP 6.0

● A program for prediction of signal 
peptides from amino acid 
sequences

● Based on a pre-trained protein 
language model (ProtBert)

● Web server used ~1000 times daily
● Paper published in January 2022
● Cited 486 times (Google Scholar)



Understanding ProtBert

ProtBert has learnt something about the structure of SPs in 

pretraining — before we told it anything about SPs!
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To which extent can language models 
read ‘the language of nature’?



To which extent can language models read 
‘the language of nature’?

H: the semiotic concept of dicisign, or natural proposition
(Stjernfelt 2014), understood as a kind of sign which conveys
information, can shed light on the SP phenomenon and why
language models may learn to 'read' natural signs.



●All language models are trained to ‘read’/predict some sort of pattern.
In this case, the patterns of ‘nature’ understood as the syntax that
structures the subject-predicate relationship of Dicisigns.

●SignalP 6.0 has shown that language models predict signal peptides
by detecting sequences that are likely to function as parts of the
syntax of the dicisigns.

"[...] the Syntax depicts the fact involving the object [protein] 

and quality [SP] corresponding to the S and P parts of the 

Dicisign"



What do language models think about our hypothesis?

WRONG!?

RIGHT!?
METAPHORICAL!?



What does the language model ChatGPT think about our 
hypothesis?



What does the language model built into Bing think about our 
hypothesis?



What does the language model Bard think about our hypothesis?





Open questions

●Is there a sort of ‘protein semantics’ that is identified by language models, or 
are there only biochemical processes and statistical patterns?

●Which of the three language models is right about our hypothesis?

●To which extent does a biosemiotic approach to SPs play a relevant role as a 
source of new knowledge in the growing automation of scientific practice?



Thank you!!!
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(not to present, just for our own speculations)

● Is there a sort of ‘protein 
semantics’ that is identified 
by language models, or are 
there only biochemical 
processes and statistical 
patterns?

●Which of the three language 
models is right about our 
hypothesis?

●To which extent 
does a biosemiotic approach 
to SPs play a relevant role as 
a source of new knowledge in 
the growing automation of 
scientific practice?

❖ Are the “big language models” really (a) 
models of language, or (b) models of the 
patterns of knowledge represented by 
some language?

❖ Do they learn to recognize (abductively) 
patterns, after being trained (inductively) 
on existing patterns of language, 
representing knowledge? 

Cf. three inferential processes:

○ deduction (truth- or knowledge-preserving)

○ induction (fallible and knowledge-expanding)

○ abduction (fallible and knowledge-expanding)



(not to present, just for our own speculations)

all A are B

all B are C

ergo: all A are C

all A are B

all A are C

ergo: all B are C

all A are C

all B are C

ergo: all A are B

deductive pattern, and

deductively valid

deductively invalid, but following 

the pattern of induction (at risk 

making error)

deductively invalid, but following the 

pattern of abduction (at risk making 

error) — abduction, because:

if all B are C, then “all A are B” would 

explain why all A are C

Can a big language model 

be seen as a system that is 

❏ constructed by training

processes involving 

deduction and 

induction, lots of errors, 

and correction of errors 

(weight adjustments),

❏ then used to process 

new inputs (like text 

prompts, “questions”) 

that are triggering the 

generation 

(abductively) of 

predictive fallible 

outputs (the 

“answers”)?



a ZIP number as a dicisign within an 
address code system

1) point out an object (this letter)
2) describe that object (address)
3) are structured by a syntax (juxtaposition 
between icon-index)

The postman, 
knowing the code 

map, interprets the 
correct address 



DO Interpretante

Signal Peptide as Dicisign

SP – covalent bond
Syntax

Protein
Translocation

SRP binding

Scaffolded by habits of 
long duration

SP embodies a form (icon) which points to its protein (its indexical 
function) that informs the ongoing process (interpretant)

This process triggers further 
mechanisms such as the SRP 
receptor that will lead to the 

translocation process
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